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Computer Science 6108, pp. 296–307, Springer 2010.

[47] Kimihito Ito, Thomas Zeugmann, and Yu Zhu, Recent Experiences in Pa-
rameter-Free Data Mining, (invited paper), in “Computer and Information Sci-
ence, Proceedings of the 25th International Symposium on Computer and Informa-
tion Sciences.” (Erol Gelenbe, Ricardo Lent, Georgia Sakellari, Ahmet Sacan and
Hakki Toroslu and Adnan Yazici, Eds.), Lecture Notes in Electrical Engineering 62,
pp. 365-371, Springer 2010.

[48] Charles Jordan and Thomas Zeugmann, Untestable Properties in the Kahr-
Moore-Wang Class, in “Logic, Language, Information and Computation, 18th In-
ternational Workshop, WoLLIC 2011, Philadelphia, PA, USA, May 18-21, 2011,
Proceedings,” (Lev D. Beklemishev and Ruy de Queiroz, Eds.), Lecture Notes in
Computer Science 6642, pp. 176-186, Springer 2011.
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Practice of Computer Science, Nový Smokovec, Slovakia, January 26-29, 2014, Pro-
ceedings,” (Viliam Geffert, Bart Preneel, Branislav Rovan, Július Štuller, and A
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[16] Jyrki Kivinen, Csaba Szepesvári, Esko Ukkonen, and Thomas Zeug-
mann (Eds.), Algorithmic Learning Theory, 22nd International Conference, ALT
2011, Espoo, Finland, October 5-7, 2011, Proceedings, Lecture Notes in Artificial
Intelligence 6925, Springer, 2011.

[17] Nader H. Bshouty, Gilles Stoltz, Nicolas Vayatis, and Thomas Zeug-
mann (Eds.), Algorithmic Learning Theory, 23rd International Conference, ALT
2012, Lyon, France, October 29-31, 2012, Proceedings, Lecture Notes in Artificial
Intelligence 7568, Springer, 2012.

13



[18] Marcus Hutter, Frank Stephan, Vladimir Vovk, and Thomas Zeug-
mann, (Guest Editors), Algorithmic Learning Theory, Special Issue in Theoretical
Computer Science Vol. 473, February 18, 2013.
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